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Abstract 

The problem in taking the shortest path for a road driver is an interesting thing. This 

paper is an explanation of how to find the shortest path using a genetic algorithm in order 

to achieve the best solution. Then it shows how to implement the genetic algorithm using 

MATLAB program. As an example, it is given a connected directed graph containing 20 

vertices and 41 arcs where these vertices are assumed to be cities.. 
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1. Introduction 
The problem of the shortest path is a routing network where a road driver wants to 

determine the shortest path between two cities based on the available alternative paths, 

where the destination city is only one. This problem itself uses graph representation to 

model the represented problem so that it is easier to solve. The problem is how to visit the 

vertices in the graph from the initial vertices to the final vertices with the minimum 

weight, where in this case the weight used is the distance and the cities visited are 

assumed to be connected graphs between one city and another [8]. 

Several algorithm methods that have been developed to solve the shortest path problem 

include the Djikstra algorithm, the Floyd-Warshall algorithm, and the Bellman-Ford 

algorithm [1]. In the 70s, a new algorithm known as genetic algorithm (GA) appeared, 

which is one of the branches of Artificial Intelligence (AI). This genetic algorithm was 

introduced by John Holland from the University of Michigan which was later popularized 

by one of his students, David Goldberg, so that genetic algorithms began to be widely 

used in various fields, including to solve optimization problems [9]. 

In genetic algorithms, there is something called the reproduction process, the 

interbreeding process, the mutation process and the selection process. The reproduction 

process is a process to form new offspring by inheriting the same traits from the parent 

chromosome or in other words, a duplication process that does not eliminate the old 

chromosome characteristics [2]. There are several recommendations that can be used, to 

determine the parameter value [3], among others: For problems that have a large enough 

solution area, De Jong recommends the control parameter values: (popsize; pc; pm) = (50; 

0.6 ; 0.001), if the average fitness of each generation is used as an indicator, then 

Grefenstette recommends: (pop size; pc; pm) = (30; 0.95; 0.01), if the fitness of the best 

individual is monitored in each generation, then the proposal is: (popsize; pc; pm) = (80; 

0.45; 0.01). 

In solving the shortest path problem that is designed using a genetic algorithm it is 

necessary to perform a needs analysis. In detail, the analysis of the shortest path genetic 

algorithm is described in section 2.After carrying out the analysis, the genetic algorithm is 

implemented to obtain the best solution which is presented. 

 

2. Research Methodology 
In running an application including the input process and the output process, the 

simulation system for determining the shortest path includes problem identification to find 
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out what is the problem and what must be solved to apply genetic algorithms in the 

shortest path problem. 

The input of the application in determining the shortest path, in the form of parameters 

required in the genetic algorithm, namely: Data on the number of vertices that are input 

(N), where N is determined by the user and where each point is a connected and directed 

graph. connected graph), the parameters are the size of the population (Popsize) = 50, the 

chance of crossover (pc) = 0.6, the chance of mutation (pm) = 0.05, the maximum 

generation = 100.The process needs to be carried out to determine the shortest path 

problem include: the process of making vertices, the process of determining the city 

distance, the process of calculating the fitness function, selection, crossover, mutation, to 

determining the population results, finally, the process of selecting the shortest path. 

Meanwhile, the output data obtained from the application process in determining the 

shortest path with a genetic algorithm is the shortest path of the 20 vertices and 41 arcs 

that have been determined along with the distance between the cities and the minimum 

path length and the average fitness graph is also obtained. 

John Holland in Simple Genetic Algorithm said that to implement genetic algorithms 

in finding the shortest path, there are 5 things that must be done, namely chromosome 

coding, population initialization, determining fitness values, selection process, cross-

breeding process and mutation process. The genetic algorithm procedure for determining 

the shortest path is as follows [4], [7]: 

Genetic algorithm procedure for determining the shortest path 

(1) Set parameter number of vertices (N), max. Generation, popsize and pc. 

(2) Enter the distance 

(3) Chromosam coding 

(4) Evaluate the firness value 

      If the optimization criteria have not been achieved, go to (5) 

      Else go to (8) 

(5) Make a selection, go to (6) 

(6) Perform crossovers, go to (7) 

(7) Perform mutation, return to (4) 

(8) Sort the shortest path 

 

 

3. Result and Discussion 
After analyzing the needs of the genetic algorithm to determine the shortest path, the 

algorithm is implemented according to the procedure and the program used in the 

application is the MATLAB R2017a program. 

 

3.1.  Chromosome Coding  

  Chromosome coding is a difficult process in genetic algorithms. This is because the 

coding process for each problem is different because not all coding techniques are suitable 

for every problem. This coding process produces a sequence which is then called a 

chromosome. In this case, permutation encoding is used. At this stage, the vertices to be 

visited are given serial numbers, then formed into a chromosome containing genes that 

represent the serial number of all the cities as shown below. 
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From Figure 1 above, the vertex distance can be represented in the form of a matrix, 

which is as follows: 

 
 

3.2.  Initialization Population 

  In the individual initialization stage, a population containing a number of 

chromosomes will be generated. Each chromosome contains a number of genes. The input 

for this function is the population size (number of chromosomes in the population) and 

the number of genes in one chromosome. The population size depends on the problem to 

be solved and the type of genetic operator to be implemented. After the population size 

has been determined, then the chromosomes must be initialized in that population. 

Chromosome initialization is carried out randomly, however, we must pay attention to the 

solution domain and the existing problem constraints. In this population, there are 

members of the population called chromosomes which contain solution information of the 

many alternative solutions to existing problems. The individual evaluation stage aims to 

calculate the fitness value of an individual x. This function is very dependent on the 

problem to be solved. In this problem, what is discussed is determining the shortest path 

of 20 vertices and 41 arcs, therefore the fitness value that can be used is 1 divided by the 

total distance. 

  In this case, what is meant by total distance is the total distance between one city and 

another which is a solution. The variables used to find the fitness value are population, 

number of genes, and distance between cities on a chromosome. From the above 

problems, we do population initialization and individual evaluation as much as the 

population size is 50, the crossover probability and mutation chance are 0.6 and 0.05 

respectively and the maximum generation is 100. 

>> Popsize: 50 

Pc: 0.600  
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Pm: 0.050  

MaxGen: 100 
 

3.3. Fitness Probability Value 

  The fitness probability is the calculation of each fitness value on each chromosome in 

a population against the total number of fitness values. The formula used is: 

 

 

fitness value

total fitness
        (1) 

  The cumulative value of the fitness probability obtained is 1, this happens because 

when viewed based on the definition of probability theory, the probability value ranges 

from the interval 0-1 where, this means that the resulting probability value cannot be more 

than 1.The maximum probability value generated must be of 1. For this case, the 

probability of fitness and cumulative value is obtained using a population size of 50, the 

crossover and mutation opportunities are 0.6 and 0.05, respectively, and the maximum 

generation is 100. 

 

 

 
 

3.4. Selection Process 

  The selection process is carried out by evaluating each chromosome based on its 

fitness value to get the best ranking. At this stage, random numbers will be generated, 

then chromosomes are selected according to their cumulative value. The first step is the 

cumulative value that has been obtained compared to the generated random number. A 

chromosome will be selected if the random number generated is in its cumulative interval. 

 

3.5. Crossover  
  One of the most important components in a genetic algorithm is crossover. A 

chromosome leading to a good solution can be obtained by crossing two chromosomes. 

At this stage, select two parent chromosomes that will undergo random cross-breeding, 
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then determine the intersection point. After that, exchange information from the two 

chromosomes based on the predetermined intersection points. 

 

3.6.  Mutation Process 

  In this mutation process, a randomly selected gene pair on a chromosome is 

exchanged. This pair exchange is carried out on two genes in a chromosome. If the 

random number [0,1] generated is less than the mutation probability, then the gene value 

will be exchanged with the value of another randomly selected gene. This is true for all 

genes in chromosomes. The value of the mutation probability is: 

   
1

  number of genes
                       (2) 

For the case above, the chance for mutation is 
1

0.5
20

 . There are 3 variables used in this 

mutation process, namely chromosome, permutation and n. 

 

3.7.  Determination of the Best Path With Matlab 

  At this stage, the mutation probability is 0.05. The population size is 50. The number 

of genes is 20. The maximum generation is 100 and the probability of interbreeding (pc) 

is set to 0.6. The result obtained is the best path and the average fitness graph is also 

obtained as shown in Figure 2. 

 

 

 

  In the shortest path problem above, the reference consists of 20 vertices and uses the 

GUI on MATLAB R2017a. In this display, an example of the results of program 

execution is displayed with a population size of 50 and a maximum of 100 generations. 

The results obtained can be seen in Figure 3. 

 

 

 
  By inputting the population size is 50. The maximum generation is 100, the mutation 

and crossover probability are 0.05 and 0.6 respectively, then the results are obtained as 

shown in Figure 4. 
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4. Conclusion  
  From the tests have been done, it can be concluded that by not requiring to go through 

all paths, the optimization results of the shortest path case can produce a higher level of 

optimization. For the case of shortest path problem, chromosomes are designed using the 

principle of randomization, where the calculation is carried out only for the paths that are 

traversed from the source city and destination city, with the remaining chromosomes (the 

untreated city) functioning as a complement so that the chromosomes are not cut off. The 

shortest path length resulted in the shortest path problem in Figure 1 is 103. With lines 1-

4-10-15-20. The advantage of genetic algorithms compared to conventional search 

methods on the shortest path problem is that solutions can be obtained at whatever 

generation and whenever desired and genetic algorithms do not take a long time to 

process. 
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